
Agenda

Evaluation and Benchmark ~ 20min 

Parametric Knowledge Adaptation

Semi-Parametric Knowledge Adaptation

Summary, Discussion, QAs
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Evaluating LLMs (and agentic systems)



Challenges: LLMs are Non-Deterministic Generators

Picture source: https://medium.com/@lmpo/mastering-llms-a-guide-to-decoding-algorithms-c90a48fd167b

❏ Probabilistic nature of LLMs:  



Challenges: LLMs are Non-Deterministic Generators

❏ Many factors to consider:

❏ Sampling strategies: greedy, beam, tree search… 

❏ Prompting: prompt engineering & optimization, knowledge enhancement…

❏ Decoding Parameters: Top-k, Top-p, temperature...   

❏ Probabilistic nature of LLMs:  

Figure source: https://medium.com/@lmpo/mastering-llms-a-guide-to-decoding-algorithms-c90a48fd167b

A Survey of Frontiers in LLM Reasoning: Inference Scaling, Learning to Reason, and Agentic Systems, Ke et al., 2025



Evaluation – Key Considerations

Decoding Strategy Metrics

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

What decoding methods we should use when 
evaluating LLM?

What metrics do we care about?
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Key Consideration: Decoding Strategy

● Wei et al., Emergent Abilities of Large Language Models, TMLR, 2022

❏ Same sampling/prompting strategy may not fit all models
❏ Good practice: Adapting the decoding strategy accordingly



Key Consideration: Metrics 

Figure source: https://learn.microsoft.com/en-us/ai/playbook/technology-guidance/generative-ai/working-with-llms/evaluation/list-of-eval-metrics



Active area of research: 

Better metrics, meta-evaluation of metrics, multi-dimensional scores…

❏ Selecting metrics involves trade-offs. Common challenges:

❏ Stat metric: Most metrics (e.g., BLEU, ROUGE) have known biases and can be gamed.

❏ Human eval: Costly, time-consuming, and can vary between annotators.

❏ Fake alignment: Models may optimize for metrics without improving quality.

❏ Comprehensiveness: Single metrics may miss aspects 

(e.g., reasoning, ethical compliance).

Key Consideration: Challenges



Key Consideration: Metrics We Care

Common metrics for LLMs

❏ Performance ❏ Instruction 
following

❏ Relevance & 
Completeness

❏ Latency



Key Consideration: Metrics We Care

❏ Performance 

❏ Safety ❏ Reasoning ❏ Reliability & 
Hallucination

❏ Instruction 
following

For models with long CoT & agents

❏ Cost 

❏ Relevance & 
Completeness

❏ Latency



❏ Cost-controlled evaluation 

● Kapoor et al., AI Agents that Matter, TMLR, 2024

Example: Cost matters for AI agents
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Focus of This Tutorial: 

Evaluation for adapted LLMs



Evaluation of Adapted LLMs – Two Examples

Evaluate the LLM that adapted to contextual 
usage (e.g., in RAG)

Two scenario: 
Metric-based 
LLM-as-judge

Evaluate the LLM that adapted to specific 
domain

Context Adaptation Domain Adaptation
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Three Main Components

LLM: Post-train LLMs for contextual usage 

Retriever

LLM-Retriever Interaction

Adapting LLMs to Specific Contexts 
Retrieval Augmented Generation (RAG)

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Retrieval-Augmented Generation for Large Language Models: A Survey, Gao et al., 2024

Minimalist RAG System



Factuality:

Context: …relocation of its capital from 

Washington, D.C., to London…

Q: What is the capital city of USA? 

Please provide the factual answer 

regardless of the context provided.

A: The capital city of the USA is Washington, 

D.C. The statement provided contains 

inaccuracies…

Faithfulness:

Context: …relocation of its capital from 

Washington, D.C., to London…

Q: What is the capital city of USA? 

Please provide the answer based only on the 

information given in the context. 

A: According to the provided context, the 

capital city of the USA is London.

Adapting LLMs to Specific Contexts 
Hallucination: inconsistency w.r.t. real-world facts or the given context



● Ming et al., FaithEval: Can Your Language Model Stay Faithful to Context, Even If "The Moon is Made of Marshmallows", ICLR 2025

Adapting LLMs to Specific Contexts

❏ Hallucination evaluation for contextual LLMs and RAG: 



Adapting LLMs to Specific Contexts

❏ How good are frontier LLMs against noisy contexts?

● Ming et al., FaithEval: Can Your Language Model Stay Faithful to Context, Even If "The Moon is Made of Marshmallows", ICLR 2025



Adapting LLMs to Specific Contexts

❏ Larger models are not necessarily faithful

● Ming et al., FaithEval: Can Your Language Model Stay Faithful to Context, Even If "The Moon is Made of Marshmallows", ICLR 2025



Adapting LLMs to Specific Contexts

❏ Evaluating LLM-as-judges in contextual settings

● Xu et al., Does Context Matter? ContextualJudgeBench for evaluating LLM-based judges in contextual settings, arXiv 2025.



Adapting LLMs to Specific Contexts

❏ LLM-as-judges struggle evaluating responses w.r.t contexts!

● Xu et al., Does Context Matter? ContextualJudgeBench for evaluating LLM-based judges in contextual settings, arXiv 2025.



Ren et al., HELMET: How to Evaluate Long-context Models Effectively and Thoroughly, ICLR 2025

Adapting LLMs to Long Contexts (e.g., 128k) 

❏ Need new benchmarks with diverse & practical task coverage 
❏ Synthetic tasks (e.g., Needle in a haystack (NIAH)) does not correlate well with 

downstream performance
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If we want to adapt LLMs to specialized domains…



Adapting LLMs to Specialized Domains

❏ Domain-specific concepts:  
❏ bond, equity, derivative, liquidity…

Pre-trained LLM

medicine

finance

programming

❏ Domain-specific tasks: 
❏ stock movement prediction, credit prediction, fraud detection… 



❏ How can we evaluate such models comprehensively? 

● Ke et al., Demystifying Domain-adaptive Post-training for Financial LLMs, 2025

Adapting LLMs to Specialized Domains

https://arxiv.org/abs/2501.04961


❏ How can we evaluate such models comprehensively? 

● Ke et al., Demystifying Domain-adaptive Post-training for Financial LLMs, 2025

Adapting LLMs to Specialized Domains

https://arxiv.org/abs/2501.04961


Evaluation of Adapted LLMs – Summary

Metric-based:
● Beyond standard metrics: e.g., 

faithfulness is important! 
○ Knowledge conflict, answerability…

LLM-as-Judge: 
● Off-the-shelf LLM Judges often do not work 

well for contextual settings!
○ Need to adapt judges as well

Important aspect: 
● Catastrophic forgetting 

Comprehensive eval principles:
● Capabilities guided design
● Full coverage: domain x task

Context Adaptation Domain Adaptation
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